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Overview

Precision atkk documents retrieed (P@k), a common measure

of information retrigal performance, is the fraction of rebmt
documents in the firsk returned by an information retvia
system in response to a quely has been observed thBt@k
increases with collection size, all other variables being equal.
An explanation for this increase dess from the probability
ranking principle: information retngl systems score documents
by likelihood of relgsance and return the documents in
decreasing order of score. In a larger collection there are more
high-scoring documents and therefore therage score of the
first k will be higher resulting in higheP @k.

We cerive and experimentally validate the folling equation
that quantifies the relationship betwde@k and collection size:

The notationP,, @k; indicatesP@k; with respect to a collection
of size n; selected at random from some population of
documents.

A significant application of the quantification ateois in
creating a large arohdl test collection; that is, a set of
documents, a set of queries, and an automatic method of
measuring the &ctiveness of information retnel strategies.
Current practice, as used for the TREC ad hoc collections,
requires manual relence assessments to identify nearly all the
relevant documents in the collectionq®trhees & Harman 1997).

In TREC, the pooling method is used tmid assessing mgn
(mostly non-releant) documents. Cormack et al (1998) propose
a method to reduce further the number of documents assessed.
Nevertheless, the effort of manual assessment is formidable for
collections of this size (about 500,000 documents); and thet ef

is proportional to collection size, rendering it prohikitifor
much larger collections, I&kTREC's Very Large Corpus (VLC)
with 20,000,000 documents, or theel\ith at least an order of
magnitude more.

For VLC, it was deemed infeasible to identify most of the
relevant documents in the collection. Instead, ad hoc
assessments were made only on the first 20 documents from each
participating system, anB@20 was computedThis method is
adequate for comparison among the participating systemts, b
has limited applicability to me systems - further manual
assessments would be requiredvauate ay new g/stem.

We ague that arbitrarily laye test collections may be
constructed as folles: First,identify the set of documents and
queries for which the retrel systems are to be teste@econd,
identify a random subset of the documents such that it is feasible
to find a near-complete set of nedace judgements using the

Pn, @k, = P,,@k, where

methods cited abve. This subset may be selected a priart b
should be unknen to the systems being tested. Thirdvéntne
systems retriee documents in decreasing order ofelikood.
Fourth, ignore those documents not in the subset to be judged,
and use the standardakiation measures and the equationvabo
(with linear interpolation as necessary) to estiniR@k for the

full set. The expected value of the estimate appears toehe v
accurate, een for tiny samples of a f&@ thousand documents.
The confidence inteal for a sample-based estimate decreases as
the size of the sample increases - it is neiais hav small the

this interval must be in order to be masked by other errors
inherent in galuation, but it appears that a sample of 125,000
documents would be a reasonable sample size for estimating
performance on collections the size of TR&C& hoc
collections or larger.

Derivation

We @sume that all documents are drawn randomly from an
infinite populationD = {d;} .

Each documentd;, has a scoreS(d;) that increases with
likelihood of relgance. Fr simplicity we assume that
S(d;) = S(d;) only if d; = d;.

For each documend;, R(d,) =1 if d; is relevant; otherwise
R(d;) = 0. While Rin the abstract is a total function, we wish to
minimize the number of values for which we actuallfieate R.

r, a wllection-size-independentxsion of ranking is defined as
r(d;) = Prob(S(d) = §(d;)); that is, the probability thatd
randomly selected fror® has a score not less thdn

P@p, a mllection-size-independenersion of P@K, is defined
as

P@p = Prob(R(d)=1r(d) < p)
-1 I * Prob(R(d) = 1) Prob(r (d) = x) dx
P Jx=0

That is,P@p is the conditional probability that a document is
relevant, given that its rank is less than or equaldo

Now considerd;, the kth-ranked document from a sample of size
n. The expected value of(d;) is k/n, and thereforeR(d;)
approximates the probability density function@t k/n. This
value is used to estimate (using the rectangle rule) an atrv
the probability distribution centred ktn; that is,

1 kin+A
— Prob(R(d) =1) Prob(r (d) =x) dx.
P Jx=kin-A
Co/nsider for exkample, the case d{=1. P,@1 approximates
2/n

Prob(R(d) =1) Prob(r(d) =x) dx or P@p where p = 2/n.
=0

I[X@k is, in general, the sum d&f such values which provide a
piecavise approximation to P@p where p=(k+1)/n.
Equating the approximations for fdifent n; and k; gives the
formula given in the averview.
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Experimental Results

The accurag of our derivation was tested using samples from
the TREC 6 ad hoc collection with eight sizes ranging from
1/128 (about 4200 documents) to the full collection (about
540,000 documents)We randomly selected 200 subsets of each
size, and computed the mean and standakdatitn of the
predictions wer these 200 subsetdhe first three figures sho
P@k as a function of K+1)/n for three participating runs:
anu6al o1 by Australian National Unersity — the best
automatic run;uwnt 6a0 by the Unvesity of Waterloo — the
best manual runywnt 6al by the Unversity of Waterloo — also
an automatic run. The last three figuresvshthe standard
deviation of these valuesver the 200 samples, as a fraction of
the P@k value.

We <e that the curves for theanious sample sizes arery
similar, with a small systematic increase for the smalfgk
values (corresponding to estimates based on #heevof P@1
alone). Thestandard deviation, as one expects, decreases as
sample size increases until the pathological case of the full
collection, which has a standard deviation oflf®.addition, the
standard deviation increases in predicti@k for smallerk.
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From these results we extrapolate that it should be possible, by
rendering assessments on a subset comparable in size to the
TREC ad hoc collections, to estimate precision on arbitrarily
large collections. There is, haver, a lower limit to the value of

k for which P@k may be estimated by sampling. From a
sample of sizen, the measurement &, @1 predicts in a lger

2n
Z2_ 1.1t
n

is not possible to predi®@k, for smaller values olkzl; there is
insufiicient information in the sample to do s®ne might
attempt to extrapolate these values from the valudz@k for
higherk or one might consider ayhrid approach in which these
values are measured by assessing the Kidbcuments of each
run while the values for largérare estimated by sampling.

database of size, the value ofP,, @k, wherek, =
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