
Whodunit: Classifying Code as Human 
Authored or GPT-4 Generated — A Case 

Study on CodeChef Problems

Accepted by 21st Mining Software Repositories (MSR)

Presenter: Kevin Jie

Background & Motivation

Background & Motivation
● AI coding assistants (Copilot, ChatGPT, etc.) widely used

● Motivation:

○ Instructors concern students cheating by using generative-AI tools for their assignments in an 

introductory programming course.

● Traditional plagiarism detectors (e.g., MOSS) rely on similarity

○ But LLM code often shows low similarity → hard to flag

● Stylometry: the statistical analysis of variations in literary style between one writer or genre 

and another

○ Layout, lexical, syntactic, complexity metrics

Existing Solutions & Related Works
● Prior studies: 

○ Bukhari et al. attempt to use machine learning to distinguish between 28 student-authored and 

30 AI-generated solutions for a C-language programming assignment. 

○ Their approach leverages lexical and syntactic features in conjunction with multiple 

machine-learning models, achieving an accuracy rate of 92%.

● Commercial AI-detection (e.g. HankerRank, CoderByte) tools lack independent validation

● Need for:

○ Scalable dataset of human + LLM code

○ Robust, interpretable models

○ Tests across difficulty levels & solution correctness



Research Questions
● RQ1: How well can code-stylometry features distinguish human-authored code from GPT-4 

generated code?

○ Inherent characteristics matter

● RQ2: How influential are non-gameable features in differentiating human-authored vs. GPT-4 

generated code?

○ “Decoration” independent (e.g., white spaces or indentation length)

● RQ3: How well does the classifier perform when trained and evaluated on only correct solutions?

○ Semantic independent

● RQ4: How well does the classifier perform when trained and evaluated across varying levels of 

problem difficulty?

○ Complexity and algorithm independent
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System Design for the Study

● No comments

● Zero shots

Evaluation

● Answers to RQ1 

and RQ2

Evaluation Evaluation

● Answers to RQ3



Evaluation

● Answers to RQ4

Evaluation

Evaluation Evaluation



● Robust methodology:

○ Equal numbers of human and AI solutions, spanning Easy/Medium/Hard difficulty.

○ Feature set of 140 stylometry + complexity metrics.

○ GroupKFold by problem ensures no data leakage.

○ Tested baselines (random + n-grams) for fair comparison.

○ Robustness checks:

■ Works even with only non-gameable features.

● Interpretability: Uses SHAP for global & local feature explanation → supports human trust in detection.

● Open science: Dataset, feature lists, replication package made public for reuse.

Positives
● Platform dependence: Study is based only on CodeChef; coding practices may differ on other 

platforms.

● Problem sampling: Used the most popular 100 problems per difficulty (with Python solutions). While 

this spans from beginner to expert, it might not capture all coding styles.

● Representativeness & Model coverage: Only GPT-4 was used for AI-generated code; results may not 

generalize to outputs from other AI assistants.

● Correctness checking: AI-generated code was validated only against public test cases from CodeChef, 

not private ones.

Limitations

Limitations
● Large-Scale, Real-World Validation

○ Test on real course submissions (with consent + anonymization).

○ Compare classifier judgments against instructor-labeled ground truth.

● Multiple Languages

○ Current study: Python only.

○ Future: test across Java, C++, JavaScript, etc., to see if stylometric signals hold.

Future Works



● 4 / 5: rigorous paper, interesting topic, but applicable…?

Rating
● How to utilize the research result?

Discussion

● How to utilize the research result?

● The authors used GroupKFold by problem to avoid leakage.

○  Does this truly guarantee independence, or could stylistic overlap between problems still bias results?

● SHAP interpretability is highlighted, but…

○  Do SHAP explanations meaningfully help instructors, or are they too abstract for non-ML experts?
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