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Different stages of SE
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Significant cognitive overload on the human

Source: GitHub Copilot
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Inefficient model training on domain-specific tasks
An example of the performance of FMs used for domain-specific tasks 

“The most effective grounding strategies we explored in this paper still exhibit a 20-
25% performance gap compared to oracle grounding”

Boyuan Zheng, Boyu Gou, Jihyung Kil, Huan Sun, and Yu Su. 2025. GPT-4V(ision) is a generalist web agent, if grounded. In Proceedings of the 41st International Conference on Machine Learning (ICML'24)
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Unaffordable resource usage
It is very expensive to fine-tune the models for improved domain-specific capability 

“We predict that to achieve 95% accuracy for in-domain low-level tasks, 1M episodes 
would be required, while 2M episodes would be required to obtain 95% episode 
completion rates for 5-step high-level tasks”

Li, Wei, et al. On the Effects of Data Scale on Computer Control Agents. In Proceedings of the 38th Conference on Neural Information Processing Systems (NeurIPS'24)
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Suboptimal code quality produced by FMs

Dong HUANG, Yuhao QING, Weiyi Shang, Heming Cui, and Jie Zhang, EffiBench: Benchmarking the Efficiency of Automatically Generated Code. In Proceedings of the 38th Conference on Neural Information Processing Systems (NeurIPS'24)

“While functionally correct, this approach suffers from sub-optimal time complexity 
and space complexity”
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Vision of Software Engineering 3.0 

Development is no longer driven by code but by intents expressed through back-
and-forth conversations between human developers and their AI teammates.
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What fuzzing looks like in SE 3.0 
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What test execution looks like in SE 3.0 
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What GUI testing looks like in SE 3.0 
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What GUI testing looks like in SE 3.0 

Source: https://osu-nlp-group.github.io/SeeAct/

Video Demo
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Balance between ask too many and not asking enough
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Improving the efficiency of code synthesis
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Improving runtime performance

Source: https://osu-nlp-group.github.io/SeeAct/

Video
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 Redefine software engineering in the era of LLM

 Reveal the challenges we need to address to shift to SE 3.0.

Positive points
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 Mostly from a theoretical perspective…

 Blurry boundary between SE 2.0 and SE 3.0? 

Negative points
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Theoretical foundation: 5/5

Practical experience: 4/5

Overall: 4.5/5

Rating
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 Is SE 3.0 = SE based on agent? 

Discussion

Source: https://ysu1989.github.io/resources/language_agents_YuSu_2024.pdf
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 We are now at SE 2.0 or 2.5? 

Discussion

NOW?
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 Do FMs really think or just content retrieval?

Discussion

 If just content retrieval, then can we ever shift to SE 3.0?

Source:https://x.com/
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 Is Prompt Engineering the only thing we can do as a SE researcher? 

Discussion

Source:https://x.com/
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